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Abstract

Al is emerging as an efficient companion in medicine. While AI
holds promise for reducing the cognitive load of researchers and
practitioners, its adoption is often hindered by a lack of trust in
new Al advancements. We present sophisticated techniques for de-
veloping trustworthy artificial intelligence (AI) models in medicine,
bridging breakthroughs in Al research with practical healthcare
applications. We will discuss in-depth the four stages (Design, Devel-
opment, Implementation, and Evaluation) involved in the process of
building trustworthy Al models customized for the medical domain.
We present various techniques for incorporating important Trust-
worthy Al principles like data privacy, robustness, explainability,
interpretability, medical experts-in-the-loop, and risk assessment
while developing Al models for medicine. In contrast to prior tu-
torials, we make the following two key contributions: (i) While
explaining the Tmplementation’ stage, we cover various real-world
healthcare applications developed as part of research projects in
academia in collaboration with medical schools in India and Ger-
many. (ii) By including a health informatics professional as one
of the tutorial organizers, we provide a fresh and much-needed
perspective on the research challenges and mitigation strategies in
building AI models for medicine.
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1 Information

Suggested duration Half day (3 hrs)
Type of tutorial: Lecture-Style
Intended Audience: Intermediate

Main Contact Person: Soumyadeep Roy

2 Presenters

Prof. Niloy Ganguly is a Professor in the Dept. of Computer Sci-
ence and Engineering at IIT Kharagpur and a Fellow of the Indian
Academy of Engineering. He is currently the Head of the Depart-
ment of Artificial Intelligence and the Project Director of AI4ICPS
at IIT Kharagpur. He is the founding member of the Complex Net-
works Research Group (CNeRG) of IIT Kharagpur. His research
interests lie primarily in Natural Language Processing, Machine
Learning, Social Computing, and Network Science. He has pub-
lished in 80 journals and 200 conferences in reputed international
venues related to Al and NLP. He has guided 22 Ph.D. and 9 M.S.
students during this tenure.

Dr. Sowmya S. Sundaram is a postdoctoral scholar at Stanford
University, advised by Prof. Mark Musen on improving metadata
of medical datasets using NLP techniques. Previously, she was a
postdoctoral scholar at L3S Research Center under the mentorship
of Prof. Wolfgang Nejdl, where she worked with physicians, clinical
informaticians, and NLP researchers to work on interdisciplinary
research. She received her PhD from IIT Madras where she worked
on mathematical question answering. Her overarching interest has
been in NLP applications and alignment in the domains of mathe-
matical reasoning, medical reasoning, fairness, and alignment with
publication footprints in AMIA, ECAI, AAAL EDBT, DMKD journal,
ESWC, and so on. She delivered a tutorial on ‘ML for Automatic
Word Problem Solving’ at ECML-PKDD 2019.

Dr. Dominik Wolff leads the junior research group iXplain_CDS
at Peter L. Reichertz Institute for Medical Informatics of TU Braun-
schweig and Hannover Medical School, Germany. Dominik holds a
PhD from TU Braunschweig, where he focused on recommendation
systems, the incorporation of tacit knowledge, and the hybridiza-
tion of knowledge and data-driven models. His research focuses
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on explainability and interoperability in clinical decision support
and biomarker identification. He focuses on synergies that arise
from the combined expertise of artificial and human experts and
the evaluation of Al-based systems in medicine to close the imple-
mentation gap. He is the author of over 20 scientific publications.
He has extensive teaching experience and has been awarded five
teaching prizes in the field of Artificial Intelligence in Biomedicine.
Soumyadeep Roy is a fifth-year Ph.D student in the Department of
Computer Science and Engineering at II'T Kharagpur. His research
interests lie in Natural Language Processing and Generative Al, with
a focus on medical NLP applications. He has spent 2.5 years during
his Ph.D working as a Research Associate with Prof. Wolfgang
Nejdl at the Leibniz AI Future Lab, L3S Research Center, Germany,
focused on applying artificial intelligence to personalized medicine
applications, in collaboration with the Hannover Medical School,
Germany. His work has been published in prestigious venues like
EMNLP, [JCAL SIGIR, ECAI, CIKM, IEEE ICDH, WebSci, and ACM
Transactions of the Web. He has been a Teaching Assistant for
various courses at IIT Kharagpur and Leibniz University Hannover,
such as Natural Language Processing and Information Retrieval.

3 Motivation

Building trustworthy AI models for medicine is imperative as it
directly impacts the quality and safety of healthcare delivery. Trust-
worthy Al models are essential for ensuring that Al applications in
healthcare are reliable, transparent, and ethically sound.
Relevance to WSDM. The Web research community and Al in
medicine share challenges, such as managing large datasets, improv-
ing searchability, and ensuring interpretability, but the contexts
differ. Web research prioritizes optimizing search and information
retrieval, while healthcare Al ensures accurate, trustworthy out-
comes for critical medical decisions. Both areas rely on interdis-
ciplinary collaboration and face concerns around bias and ethics,
though healthcare operates under more stringent regulations due
to its direct influence on patient care. The deployment of Al models
in clinical settings must consider the medico-legal implications
and economic factors, as well as the potential for automation bias,
which can affect the vigilance of healthcare providers [16]. De-
veloping high-performing, interpretable, transparent AI models is
essential to building trust among clinicians and patients [1, 7]. Fur-
thermore, the use of Al in healthcare is expanding across various
specialties, such as radiology and dermatology, necessitating a com-
prehensive understanding of AI methodologies and their ethical
implications [7]. Overall, the journey from theory to applications
in building trustworthy AI models in medicine involves addressing
key challenges related to data quality and availability, model vali-
dation, acceptance, and the integration of Al into existing clinical
workflows while ensuring that these models are accountable and
inclusive.

Expected Outcomes. Our proposed tutorial aims to bridge the
gap between theory and practice, offering actionable insights and
strategies for leveraging Al models (not just LLMs, in contrast to
most prior tutorials) to improve healthcare outcomes. We present
real-world case studies, mostly from university projects related
to developing trustworthy AI models for healthcare, of which the
tutorial organizers were a part, from IIT Kharagpur, India, and L3S
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Workflow for Building Trustworthy Al Models for Medicine
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Figure 1: Tutorial Outline

Research Center and Hannover Medical School, Germany. The tu-
torial organizers have almost five years of experience in this space.
We will present our findings in the form of checklists and project
frameworks that may be used by other researchers working on sim-
ilar research projects. Additionally, we will present five case studies
of real-world Al in medicine projects and describe the research
challenges, design choices, and solutions. These projects involve
extensive collaboration with medical centers and health informatics
professionals. Therefore, from a health informatics background, Dr.
Dominik Wolff is part of this tutorial and has the necessary back-
ground to provide a much-needed perspective on this emerging,
highly interdisciplinary topic.

Target Audience and Prerequisites. This interdisciplinary tu-
torial aims to engage computer scientists, artificial intelligence
researchers, and health informatics professionals who are inter-
ested in learning recent developments in advanced, Trustworthy Al
techniques in healthcare settings. Although participants possessing
expertise in these domains would have the most significant advan-
tage, the tutorial is structured to deliver an exhaustive overview
of AI within healthcare, ensuring no particular foundational or
background knowledge is required.

4 Tutorial Details
Tutorial Schedule

e Introduction to Trustworthy Al in Medicine (10 mins)
¢ Building Trustworthy AI Models for Medicine

— Design Stage (40 minutes)

— Development Stage (40 minutes)

— Implementation Stage (40 minutes)

— Evaluation Stage (40 minutes)
e Conclusion and Open Questions (10 mins)

Resources for the Audience: We will provide a reading list of
important papers to the audience in the area of developing trust-
worthy Al models in medicine, which are organized into sub-topics
aligning with the topics covered in the tutorial. We will provide
a list of recommendations in the form of checklists and project
frameworks that the research community may use.

4.1 Tutorial Outline

The tutorial will cover the four stages of building trustworthy Al
models for medicine - Design, Development, Implementation, and
Evaluation. Figure 1 further mentions the Trustworthy Al principles



Building Trustworthy Al Models for Medicine: From Theory to Applications

associated with each stage of the pipeline, specifically tailored to
the healthcare setting.

4.1.1 Design Stage. Here, we will cover the trustworthy Al princi-
ples involving the following project activities such as (i) Problem
formulation and feasibility analysis in a medical experts-in-the-
loop manner, (ii) Data privacy and usage issues, specifically sensi-
tive patient data (clinical and genomic), while maintaining fairness
of data at the same time, (iii) Supplementary resources available in
open-domain such as MetaMap, SemRep, bibliographic databases
such as Pubmed and its associated citation network.

4.1.2  Development Stage. Here, we will cover various modeling
techniques to improve the robustness of open-domain Al models,
including LLMs, in downstream medical NLP tasks. For example,
we will discuss supervised and unsupervised domain adaptation
techniques. Domain adaptation techniques focus on the challenges
of adapting Al models like large language models (LLMs) to expert
domains such as medicine, where issues like high vocabulary mis-
match, limited labeled data, and the need to integrate structured
domain knowledge into models arise. Standard domain adaptation
techniques often fall short in this context; necessitating novel ap-
proaches customized for the medical domain.

The ‘black box’ nature of many deep learning and generative
Al models are particularly problematic in medical contexts, where
understanding the reasoning behind a recommendation is often
as important as the recommendation itself. Explainability and
interpretability of the calculated recommendations, including
comprehensibility of the underlying algorithmic logic, are essential
for trust in and acceptance of such decision support. We explore
state-of-the-art methods for creating explainable Al systems, fo-
cusing on techniques that can provide interpretable insights to
healthcare professionals.

4.1.3 Implementation Stage. We will present real-world research
projects from related university projects as case studies where
the organizers of this tutorial were personally involved and can
thus provide an in-depth perspective. The projects range from
Parkinson’s Disease patient subtyping to cochlear implant data
analysis, children’s brain maturity estimation, and dental implants.
We demonstrate how these theoretical advancements translate into
practical medical care and research improvements. Some common
themes are the incompatibility of the latest deep learning models
with low dataset size, the lack of interpretability, and the cost of
utilizing multiple biomarkers. This section describes the best prac-
tices in eliciting requirements and designing Al applications with
trustworthiness in mind.

4.1.4  Evaluation Stage. In the tutorial, state-of-the-art evaluation
protocols that go beyond standard automated metrics like accuracy
and F1 score are presented, to show how the risk assessment or
safety principle of trustworthy Al is implemented. If implemented
correctly, they improve the trust of medical staff and patients and
are vital for implementing Al in the clinical routine. Alignment to
clinical guidelines or standards explores the importance of ensuring
that Al outputs align with established medical guidelines and best
practices, given the potential for LLMs to generate hallucinations.
This is crucial for building Al systems that can be trusted in clinical
decision-making.
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4.2 Selected Topics

Here, we provide a detailed description of a subtopic from each
of the four stages involved in building Trustworthy AI models for
medicine - Design, Development, Implementation, and Evaluation,
as shown in Figure 1.

4.2.1 Design Stage: Designing Trustworthy Clinical Decision Sup-
port Systems. Clinical decision support systems can assist medical
professionals in specific decision-making tasks, such as diagnosis
or treatment planning, as they can rapidly process large amounts
of clinical (and non-clinical, e.g. patient-generated) data. The ex-
plainability and interpretability of the calculated recommendations,
including comprehensibility of the underlying algorithmic logic,
are essential for the trust in and acceptance of such decision sup-
port. Conversely, widespread soft computing models are typical
"black boxes" with opaque underlying prediction reasoning. Apply-
ing post-hoc explainable AI (XAI) methods to these models aims to
make the reasoning interpretable for humans.

Here, we will highlight stages in the implementation cycle where
XAl can increase trustworthiness and depict state-of-the-art medi-
cal examples. On the other hand, we will discuss how XAI holds
the risk of strengthening trust in false reasoning, and still, humans’
mental work is needed to comprehend the explanation of the reason-
ing. Another critical aspect of trustworthy clinical decision support
lies in evaluating the systems developed. These are strategies that,
if implemented correctly, can improve the trust of medical staff and
patients in the Al systems. We will present and discuss state-of-the-
art evaluation protocols, which go beyond commonly used metrics
and are a vital factor for implementing Al in the clinical routine. In
this context, we will discuss in which scenarios a human in the loop
is beneficial and which synergies can arise from combined artificial
and human expertise. For example, the necessity of high-quality
evaluations will be discussed in light of the vast implementation
gap of Al in medicine centering on the patient’s well-being.

4.2.2 Development Stage: Improving Robustness based on Domain
Adaptation Techniques. Domain adaptation techniques help to ad-
dress the ‘domain shift’ issue because the training data distribution
of open-domain models differs significantly from the downstream
datasets of the medical domain. Supervised domain adaptation tech-
niques leverage available labeled data from the target domain or
task, while unsupervised domain adaptation methods do not re-
quire any labeled data from the target domain or task. The thesis
investigates two primary target domains: (i) the medical NLP do-
main, focusing on English-based downstream tasks, and (ii) the
genomic domain, centered on DNA sequences composed of nu-
cleotides. Within these domains, we will explore two broad cate-
gories of downstream tasks: (i) query and response understanding,
encompassing medical forum question classification [10], medi-
cal question-answering [12], medical text summarization [2] and
clinical trial search [11], and (ii) gene sequence classification [13]
tasks, including splice sites prediction and the identification of gene
regulatory elements in both human and non-human species such
as Yeast and Mouse.

4.2.3 Implementation Stage: Case Studies of Medical Applications.
We will present a list of relevant university projects that the tutorial
organizers were part of, spanning around five years — (i) Decision
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tree-based robust patient subtyping of Parkinson’s Disease, (ii)
Classifying the natural language notes presented by the physician
for Cochlear implants, (iii) CDS for brain maturity estimation in
small children based on MRI, and (iv) Patient education via chatbot
that learns from user feedback. We will first describe the problem
statement for each case study or healthcare application and then
explain the process of building trustworthy AI models to solve the
research problem. The study emphasizes the importance of domain
adaptation, robust evaluation, interpretability, and alignment in
creating reliable AT models.

4.24  Evaluation Stage: Enforcing Alignment to Clinical Standards
and Guidelines. Studies show that LLMs [14, 18] struggle with med-
ical fact-checking as LLMs are trained on text that provides contra-
dictory pieces of information. One of the endeavors in this space is
to train LLMs to develop fact-checking mechanisms from pieces of
text and provide evidence for the same[17]. Our initial analysis sug-
gests LLMs may inject some knowledge outside the purview of the
provided text for inference. Initial efforts in this space [4] include
fashioning a detailed rubric for evaluating fact-checking based on
human experts. In another related application, analyzing the meta-
data of medical datasets reveals a gap in alignment[3]. Metadata for
datasets needs to be designed ideally to enhance search. Data scien-
tists spend significant time and effort to comb through datasets that
have been assigned poorly designed metadata [8] to build their co-
hort of interest. We encountered alignment issues while deploying
LLMs for metadata correction to conform with the metadata guide-
lines. The language models can generate linguistically appropriate
metadata but cannot conform to restrictions to ontologies and other
structural requirements. With the help of a detailed template in the
prompt, we could nudge the LLM to bring in closer alignment [15].

5 Related Works

In recent years, integrating large language models (LLMs) into
healthcare has garnered significant attention, as evidenced by sev-
eral notable tutorials and research efforts. Poon et al. [9] provided
a comprehensive overview of the application of foundation models
in precision health and focused on how these models can enhance
healthcare delivery by integrating novel information seamlessly
despite the challenges posed by extensive unstructured data and
manual processing. Zang et al. [19] underscored the practical ap-
plications of NLP in extracting valuable insights from electronic
health records (EHRs), demonstrating the potential of LLMs to im-
prove patient care through efficient data processing. Kim et al. [5]
discussed the latest trends and methodologies in applying LLMs
to healthcare data, focusing on the significant impact these mod-
els have on medical text analysis and the extraction of actionable
insights. Koyejo and Li [6] delved into the theoretical aspects of
building trustworthy LLMs. Unlike our proposed tutorial, which
emphasizes practical applications and guidelines, this tutorial fo-
cused on the capabilities of LLMs and the theoretical foundations of
trustworthiness. It examines the challenges and solutions to ensur-
ing the reliability and ethical use of LLMs in real-world applications.
These tutorials underscore the importance of practical guidelines
and real-world applications in deploying LLMs in healthcare.
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