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Abstract. Gene transformer models such as Nucleotide Trans-
former, DNABert, and LOGO are trained to learn optimal gene
sequence representations by using the Masked Language Model-
ing (MLM) training objective over the complete Human Reference
Genome. However, the typical tokenization methods employ a ba-
sic sliding window of tokens, such as k-mers, that fail to utilize
gene-centric semantics. This could result in the (trivial) masking of
easily predictable sequences, leading to inefficient MLM training.
Time-variant training strategies are known to improve pretraining ef-
ficiency in both language and vision tasks. In this work, we focus on
using curriculum masking where we systematically increase the dif-
ficulty of masked token prediction task by using a Pointwise Mutual
Information-based difficulty criterion, as gene sequences lack well-
defined semantic units similar to words or sentences of NLP domain.
Our proposed Curriculum Masking-based Gene Masking Strategy
(CM-GEMS) demonstrates superior representation learning capa-
bilities compared to baseline masking approaches when evaluated on
downstream gene sequence classification tasks. We perform exten-
sive evaluation in both few-shot (five datasets) and full dataset set-
tings (Genomic Understanding Evaluation benchmark consisting of
27 tasks). Our findings reveal that CM-GEMS outperforms state-
of-the-art models (DNABert-2, Nucleotide transformer, DNABert)
trained at 120K steps, achieving similar results in just 10K and 1K
steps. We also demonstrate that Curriculum-Learned LOGO (a 2-
layer DNABert-like model) can achieve nearly 90% of the state-of-
the-art model performance of 120K steps. We will make the mod-
els and codes publicly available at https://github.com/roysoumya/
curriculum-GeneMask.

1 Introduction

The field of developing large foundational models in genomics
is gaining popularity [7]; these models are primarily trained on
the Human Reference Genome, such as DNABert, LOGO, and
Nucleotide Transformer (Human Reference Genome model vari-
ant). These models use Masked Language Modeling (MLM), pi-
oneered by BERT [10], where the model predicts original tokens
of a masked subset as clues. The state-of-the-art pretrained mod-
els (DNABert [11] and LOGO [31]) in gene sequence classification
tasks such as promoter region prediction, core promoters, enhancers,
splice sites prediction, and functional genetic variants, are widely
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used in literature [6, 16]. The recently introduced Genome Under-
standing Evaluation [36] (GUE) benchmark covers these gene se-
quence modeling tasks for multiple species such as human, mouse,
yeast, and virus; this serves as a standard resource for evaluating
the gene foundational models. Here, each task takes as input a se-
quence of nucleotides that consists of bases such as adenine (A), cy-
tosine (C), guanine (G), and thymine (T), and an associated class
label. The gene transformer models are first pretrained using the
masked language modeling (MLM) objective to learn optimal gene
sequence representations. However, unlike the NLP domain, where
well-defined semantic units called words or sentences exist, no well-
defined semantically demarcated tokens exist for a given sequence.

Therefore, to come to a workable solution, researchers randomly
select a sequence of k nucleotides [11, 16]; we use k = 6 through-
out this study, following prior works [22, 11, 31]. Figure 1 clearly
depicts converting a gene sequence into a sequence of k-mers. For
example, if ‘CCGCGT’ is a frequently occurring sequence, then if
we mask just one nucleotide within, it may be easily predicted based
on its highly co-occurring nucleotides. Therefore, the model can
easily predict the masked token by learning trivial patterns, lead-
ing to increased pretraining time. DNABert requires a total time
of 25 days to complete pretraining for 120K steps on 8 NVIDIA
2080Ti GPUs. Consens et al. [7] mentioned this requirement of
huge compute as a key limitation of current gene foundational mod-
els, and approximates the cost of running the popular models of
DNABERT [11], Enformer [4], Nucleotide Transformer [9] and Hye-
naDNA [19], at a cost of $5000 USD on 8 A100 GPUs. Therefore,
we believe efficient and fast pretraining of gene foundational models

Figure 1. Masked language modeling pipeline of gene transformer models.
The original sequence is broken into k-mers (here, k = 6). The difference
between masking a single nucleotide versus a PMI token is highlighted by
using red and blue font, respectively
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is an important research area. This work focuses on fast pretraining
of gene transformer models such as DNABert and LOGO.

Anagnostidis et al. [3] discusses the concept of ‘compute-optimal’
training and shows that adaptive training strategies significantly re-
duce the required compute to reach a given target performance com-
pared to their static counterparts. We aim to achieve equivalent per-
formance for a specified model (gene transformers in our case) with
fewer computational resources than initially projected. We can de-
velop an efficient pretraining strategy whereby we mitigate the in-
stances of ‘easy’ learning by masking entire spans of highly cor-
related spans that occur frequently. This prevents the model from
wasting its pretraining steps on predicting such trivial cases. Such
intelligent masking schemes [14, 12] have been popular in the NLP
domain. Roy et al. [22] developed the GENEMASK masking strategy
and showed such a reduction in the number of pretraining steps, from
120K steps to 10K steps in the case of DNABert. This paper shows
two reduction schemes: (i) further reduction in pretraining steps -
10K to 1K, and (ii) reduction in model size in terms of layers or
transformer blocks. (12 to 2).

Roy et al. [22] utilize the Pointwise Mutual Information (PMI)
score to prioritize highly correlated spans within a gene sequence
instead of the random span masking strategy as used in the case of
DNABert (or LOGO). PMI is computed as the probability of a set
of tokens occurring together compared to appearing independently
throughout the corpus. A high PMI score indicates a high correla-
tion. Specifically, GENEMASK [22] first randomly selects certain po-
sitions as mask centers and then selects the highest-ranked PMI token
present within a fixed neighborhood of that mask center. However,
this strategy potentially misses the top-ranked PMI tokens in a gene
sequence and may instead mask lower-ranked PMI tokens, thus not
fully utilizing the PMI information. This may allow further wastage
of pretraining steps and thus result in a delayed convergence. To mit-
igate this issue, we develop GLOBAL masking strategy that always
captures the top-m highest ranked PMI tokens in a sequence, and
thus ensures that the PMI information is strictly used, and may poten-
tially lead to faster convergence and better few-shot performance. We
observe that GLOBAL outperforms all the baseline models at 10000
steps when tested in the few-shot setting (combined 10 and 50-shot).

Few studies advocate using dynamic pretraining strategies, which
is slowly garnering research interest. Yang et al. [30] is the first
work to explore time-variant MLM settings into account; they de-
velop two strategies called Masking Ratio Decay and POS-Tagging
Weighted Masking, where they adaptively tune the masking ratio and
masked content as the pretraining progresses. Combining the idea
of curriculum masking, we use PMI to regulate/decide the difficulty
level, whereby during the pretraining step, tokens for easier concepts
are masked first. In contrast, in the later part, the harder concepts
are used. Therefore, contrary to the time-invariant masking strat-
egy of GENEMASK (i.e., stays fixed during the entire pretraining
procedure), we develop a dynamic (time-variant) masking strategy
that updates the masking algorithm (and consequently the mask-
ing ratio) during pretraining. Our proposed method CM-GEMS
achieves better few-shot performance than competing baseline mod-
els over the five standard gene sequence classification datasets (gene
regulatory elements such as promoters, enhancers, silencers, and
splice sites). We also perform extensive ablation analysis and experi-
ments to better understand the efficacy of CM-GEMS. We make the
codes and data publicly available at https://github.com/roysoumya/
curriculum-GeneMask.

In this work, we make the following contributions:

1. To the best of our knowledge, CM-GEMS is the first work to
apply curriculum masking and time-variant (dynamic) pretrain-
ing strategy for training gene transformer models. CM-GEMS
trained for 10K steps outperforms the state-of-the-art models
trained for 120K as well as the state-of-the-art gene masking al-
gorithm, GENEMASK, by 2.18% and 1.24% respectively on av-
erage across both ‘Human’ and ‘non-Human’ species of the GUE
benchmark [36].

2. We develop the GLOBAL masking strategy that directly (globally)
selects the top-ranked PMI tokens throughout the entire gene se-
quence (of 512 tokens) and outperforms GENEMASK by 2.66%
on average across five datasets and their corresponding 10 and 50-
shot settings.

3. We perform extensive evaluation over 32 datasets (5 few-shot and
27 full training data) across two gene transformer model architec-
tures of DNABert and LOGO. Although Gene Mask showed im-
provement only in terms of few-shot performance, we also show
results on the full dataset (GUE benchmark) and observe that
CM-GEMS at 1K steps and GLOBAL at 10K can achieve perfor-
mance within a 90% margin than state-of-the-art models such as
DNABert-2 and Nucleotide transformers trained for 120K steps.

2 Related Works

Here, we summarize the recent works on gene sequence modeling,
followed by various masking strategies used for masked language
modeling (MLM) based pretraining strategies, including time-variant
pretraining and curriculum masking.
Representation learning for genomics. Badirli et al. [6] represent
the DNA barcodes as a vector representation for fine-grained species
classification. Gene sequences are typically represented as k-mers
by recent works [18, 11, 31], which is then used to learn a dense
representation from an adapted BERT model. However, other works
such as BigBird [33] and DNABert-2 [36] use a byte-pair encod-
ing scheme to build the model vocabulary. Mo et al. [16] develop a
multimodal pretrained model using a combination of gene sequences
and transcription factors. There is a recent line of work to learn long-
range interactions present in the human genome: BigBird [33], En-
former [4] and HyenaDNA [19]. Given the context length limitation
of transformer architectures, Avsec et al. [4] utilizes a combination
of convolutional and transformer layers to encode the long sequences
of one-hot encoded base pairs into a more condensed vector repre-
sentation. However, the Enformer model focuses on gene expression
track prediction, which is not the focus of this work. In this work, we
focus on gene sequence classification tasks.
MLM masking strategies in NLP. BERT [10] apply random token
masking where 15% of the input tokens are chosen to be masked
uniformly. Whole word masking [26] and Entity masking [27] show
performance improvement over the standard ‘random token mask-
ing’ scheme. Here, they masked a contiguous sequence of tokens that
either formed a whole word (whole word masking) or an entity (en-
tity masking). However, a more straightforward approach called ‘ran-
dom span masking’ outperformed entity masking, where the mask
centers are randomly selected, and the span length w.r.t this mask
center is drawn from a geometric distribution. However, there are no
pre-defined semantics similar to entities and words of NLP, which
can be applied to gene sequences; therefore, it is impossible to ap-
ply entity and whole-word masking in our case. Levine et al. [14]
use the Pointwise Mutual Information (PMI) score to identify the se-
quence of contiguous tokens to be masked together. Such intelligent
masking shows accelerated performance whereby they achieve end-
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of-pretraining performance at almost half the training steps. Sadeq
et al. [23] proposes the ‘Informative Relevance’ metric, which, for a
given word, is computed as the sum of PMI values between a masked
word and all unmasked words in the given sentence. However, the
same issue is the lack of gene semantics, where the equivalent of a
natural language sentence is not known for the gene sequence mod-
eling domain.
Time-variant pretraining and curriculum masking. Curriculum
learning is also used in reinforcement learning framework [32]. Cur-
riculum masking easy-to-hard schedule for masked image modeling
using vision transformer blocks [15]. Pavlova and Makhlouf [21]
used easy-to-hard curriculum masking for biomedical named entity
recognition tasks. The notion of task difficulty involves (i) masking
words instead of tokens and (ii) increasing the masking rate. Yang
et al. [30] demonstrate that using time-invariant pretraining, particu-
larly in terms of masking ratio and masked content, does not produce
good results. They propose a novel masked content selection strategy
based on the parts of speech of a given word; masking non-function
words proved to be more useful than masking function words. Lee
et al. [13] introduced the idea of curriculum masking (easy-to-hard)
where they first map words or phrases to a concept in an existing
knowledge graph called Concept-Net. They define words and phrases
related to many other concepts as ‘easy concepts’ and use them to
initialize the curriculum masking schedule. As the pretraining pro-
gresses, it gradually masks concepts related to the previously masked
concepts during the consecutive stages.

However, in our case, we neither have any word or phrase-level
gene semantics nor access to such a large, well-annotated knowl-
edge graph. Lee et al. [13] applied it in the NLP domain where they
evaluated the General Language Understanding Evaluation (GLUE)
benchmark that comprises single sentence or sentence pair classifi-
cation tasks. Lee et al. [13] found that the hard-to-easy curriculum
performs poorly and leads to a drop in performance, which they ex-
plain may be because the hard concepts at the start proved to be too
difficult without prior knowledge or learning from relevant, easier
concepts. Therefore, in our proposed time-variant masking strategy,
CM-GEMS, we initially adopt an easier masking strategy of GEN-
EMASK, followed by a hard masking strategy, GLOBAL that only
masks the top-ranked PMI tokens.

3 Research Background
Here, we introduce the two popular gene transformer models of
DNABert [11] and LOGO [31] that are based on the BERT architec-
ture. These models learn a robust contextual representation of DNA
sequence fragments by leveraging unsupervised training based on
Masked Language Modeling over the Human Reference Genome;
it contains 3.2 billion nucleotides over 24 chromosomes. We will
explain the complete pipeline by mapping to the stages similar to
pre-trained language models (PLMs) developed for natural language
processing tasks. We divide it into two phases: (i) preprocessing and
(ii) pretraining. We use the same experimental design and training
strategy as used by Roy et al. [22] for evaluating the different mask-
ing strategies for fast pretraining of gene transformer models.

3.1 Preprocessing

Tokenization of gene sequences. Here, we represent a gene se-
quence as a sequence of k-mers, as used by prior studies [11, 18]
while developing gene transformer models. k-mer represents a slid-
ing window of length k, as depicted in Figure 4.2. We adopt the value

of k as 6, following the setup used by Roy et al. [22]. 6-mers are more
appropriate because they incorporate richer contextual information
and have a manageable memory and compute requirement [31].
Pretraining data preparation. We use the pretraining data con-
structed and made available by Roy et al. [22] to maintain fair
comparison. Next, we summarize their pretraining data construction
steps. We obtain the Human Reference Genome data in the FASTA
format from the Genome Reference Consortium Human Build 38
patch release 13 (GRCh38.p13) [8]. This dataset comprises long, un-
labeled gene sequences divided across multiple chromosomes and is
used by gene transformer models to perform unsupervised training
using masked language modeling loss. We do not allow sequences
that contain bases apart from that of A, T, C, or G. The sequence
length is determined as 510 token long for half the cases and a ran-
dom length between 5 and 510 for the remaining half.

3.2 Pretraining

The standard masked language modeling (MLM) loss, the same as
that used for BERT [10], is used as a pretraining objective for train-
ing DNABert and LOGO. A key difference between the NLP domain
and gene transformers is that to mask a single nucleotide, one has to
mask a continuous sequence of tokens to avoid trivial masked token
prediction. This is because a single nucleotide is present as part of
k contiguous k-mers. In a more formal context, let us denote a nu-
cleotide as DNA[i] while representing a 6-mer token as T[i], which is
equivalent to DNA[i-2], DNA[i - 1] · · · DNA[i + 3]. Consequently,
the tokens T[j], ∀(j)i+3

j=i−2 are subject to masking. Given a token
length of k = 6 and the requirement to mask 15% of tokens [10],
the probability for masked language model (MLM) is established at
15%/6, resulting in 2.5% of nucleotides chosen for masking (given
our primary focus on 6-mers unless specifically indicated as T[i] =
T6[i]).

3.3 GENEMASK: State-of-the-art Masking Strategy
GENEMASK [22] is the state-of-the-art time-invariant masking algo-
rithm for Masked Language Model (MLM) training of gene trans-
former models. It showed improvement over the random span mask-
ing strategy used by DNABert and LOGO by masking all the nu-
cleotides simultaneously in the most correlated spans (determined
using Pointwise Mutual Information value, PMI [14]). Masking cor-
related spans helps to reduce information leakage and enhances the
model’s ability to predict intricate patterns. However, retaining the
advantages of the conventional random masking approach is also
necessary. Therefore, GENEMASK first randomly selects positions
within a gene sequence as mask centers, which is then followed by lo-
cally selecting top-ranked normalized PMI (NPMIk, see Equation 1)
within a fixed neighborhood of the mask center, for masking pur-
poses. The formal definition of Normalized Point-wise Mutual Infor-
mation (NPMIk), where k > 2, as proposed by Roy et al. [22].

NPMIk(w1 . . . wk) = PMIk ∗ log f(w1 . . . wk)

log(c) + log f(w1 . . . wk)
(1)

f(w1 . . . wk) represents the number of times the k-mer sequence of
w1 . . . wk occurs. The minimum frequency of occurrence is referred
to as c, which is used to filter rare tokens.

4 Proposed Methodology
Our proposed masking strategy for fast pretraining is called Cur-
riculum Masking-based Gene Masking Strategy (CM-GEMS). Op-
timizing the Pointwise Mutual Information (PMI) score prioritizes



the masking of k (=6)-mers that co-occur more frequently than their
components. It takes full advantage of the existing GENEMASK strat-
egy (Section 3.3). It later shifts to our proposed GLOBAL mask-
ing strategy (Section 4.1) towards the end of the pretraining stage.
Our key innovation lies in adopting a time-variant masking strategy
that automatically transitions to a new masking strategy during the
pretraining process when certain conditions (in this case, perplexity
score) are satisfied. At the start of the pretraining, all tokens are unfa-
miliar to the models. However, as the pretraining progresses, the rel-
ative predictive difficulty of each token will vary. We also adopt an
easy-to-hard curriculum masking schedule based on consistent ob-
servations of prior works [13, 30].

4.1 Global PMI Masking Strategy

We always mask the highest PMI tokens instead of locally optimal
PMI tokens as done for GENEMASK. The GENEMASK masking
strategy of random masking for 50% of cases and locally optimal
PMI masking for the remaining 50% of cases is replaced by mask-
ing only the highest-ranked PMI tokens. Specifically, we select the
top m nucleotides as mask centers (MC) with the highest NPMIk
score. We term this masking strategy as ‘Global Masking Strategy’
(GLOBAL), and it is further explained in detail in Algorithm 1.
Determining the value of m: A PMI token corresponds to one 6-
mers, which contains six nucleotides. Therefore, we need to mask
a span of 11 adjacent tokens to mask one PMI token because of
six mask centers, two left-side tokens, and three tokens towards the
right. The original MLM probability for masking one nucleotide was
15%/6 = 2.5%. In our case, it is gets reduced to 15%/11 = 1.36%.
Given the input sequence length is 512 tokens, m ≈ 7.

Algorithm 1: GLOBAL Algorithm

Input: Input sequence of 6-mer tokens having a maximum of 510
tokens, Pre-computed Normalized PMIk (NPMIk) values for
all 6-mers stored as a dictionary

Output: MaskTokenSet: Token indices within input sequence to
be masked

Initialization: // A 6-mer token present at i-th
position is represented as T[i], the i-th
nucleotide is represented as DNA[i]

MaskTokenSet← ∅
T[i]← {DNA[i-2] · · · DNA[i+3]}
Function MapNucleotideToKmerTokens(nucleotide position

id i):
MappedTokens← T[j], ∀(j)i+3

j=i−2

return MappedTokens

Step 1: Sort the DNA string with 6-mer tokens in a non-increasing
order of NPMIk score.

Step 2: Create a priority set with the top-ranked m nucleotides with
the highest NPMIk score.

Step 3: for each nucleotide in priority set do
// Masking a PMI token involves masking 11

adjacent tokens

MaskTokenSet←MaskTokenSet ∪ ∀(j)τ+3
j=τ−2

MapNucleotideToKmerTokens( j )
return MaskTokenSet

4.2 CM-GEMS: Curriculum Masking-based Gene
Masking Strategy

Motivation. The GENEMASK masking strategy limits its search for
the highest PMI tokens within the local context of the randomly se-
lected mask centers. Although this enforces the PMI tokens being

uniformly selected, GENEMASK may miss the top-ranked PMI to-
kens globally, i.e., within the entire sequence of 512 tokens. The
top-ranked PMI tokens are the most difficult to predict and force
the model to learn deeper patterns that eventually lead to faster con-
vergence or pretraining. Since GENEMASK may miss masking the
top-ranked PMI tokens, it may lead to trivial masking and delayed
convergence. We develop CM-GEMS to address this limitation in
this work.
Proposed Masking Algorithm of CM-GEMS. CM-GEMS takes
advantage of both GENEMASK algorithm proposed by Roy et al. [22]
as well as the GLOBAL algorithm proposed in this paper. We for-
mulate it as a two-stage easy-to-hard curriculum masking strategy,
where GENEMASK acts as the ‘easy’ stage of the curriculum. We
allow the GENEMASK masking strategy till the model continues to
learn, which we measure by the drop in perplexity score. Once the
drop in perplexity score falls below a threshold value (in our case, the
value is one), we consider that the model improves marginally from
this stage onwards. Therefore, we then shift to the GLOBAL masking
strategy, which is the ‘hard’ stage of the curriculum, as it only consid-
ers the top-ranked PMI tokens. The only associated change to the pre-
training hyper-parameters, apart from the masking algorithm, is the
change in masking rate, which is controlled by the ‘mlm_probability’
field; it reduces from 1.765% of GENEMASK to 1.36% of GLOBAL.
Figure 4.2 depicts the two-stage curriculum masking strategy of CM-
GEMS. To the best of our knowledge, this is the first work to explore
the time-variant pretraining strategy for fast pretraining of genome
foundational models.

5 Experimental Setup
We describe the datasets and the evaluation setup, followed by the
training details for CM-GEMS and baseline models.

5.1 Datasets

Full dataset evaluation. We use the Genome Understanding Evalua-
tion (GUE) benchmark recently introduced by DNABERT-2 [36] for
evaluating in the full dataset setting. It consists of 7 gene sequence

Figure 2. Comparison of CM-GEMS and time-invariant strategy
of GLOBAL with existing masking strategies



Dataset Task Num. of
classes

Sequence
length

Train / Test

Prom-core Promoter 2 70 53276 / 5920
Prom-300 Promoter 2 300 53276 / 5920
Cohn-enh Enhancer 2 500 20843 / 6948
Splice-40 Splice Sites 3 40 24300 / 3000
Sil-300 Silencer 2 300 14909 / 1657
Table 1. Descriptive statistics of few-shot evaluation datasets

classification tasks with 28 datasets with input sequence lengths
ranging between 70 to 1000; we could not evaluate on Covid Vari-
ant Classification task (one dataset) as it was not included in their
evaluation scripts. Therefore, we finally tested on 27 datasets, where
the number of target classes is two (binary classification) except for
Splice Site Detection, which has three target classes. Unlike the few-
shot evaluation setup described above that only focuses on human
species, 15 out of the 27 datasets of GUE belong to Non-human
species (5 from Mouse for the Transcription Factor Prediction task
and 10 from Yeast for the Epigenetic Marks Prediction task). This
is an important additional feature that further helps us evaluate the
multi-species transferability in the ‘genome understanding’ capabil-
ity of each model.
Few-shot evaluation. We evaluate across five gene sequence classi-
fication tasks, where the input is a gene sequence, i.e., a sequence
of nucleotides, and the task is to predict whether it is a gene regula-
tory element or not. The promoter region prediction tasks (Prom-
core, Prom-300) and Enhancer-Cohn prediction task (Cohn-enh)
are obtained from Roy et al. [22]. We constructed the ‘silencer’
dataset: the positive data points are obtained from the ‘SilencerDB’
database [34], and used the ‘high-throughput Homo-sapiens’ version.
We followed the same negative set construction technique as done for
Prom-core and Prom-300, as well as for DeePromoter [20].

5.2 Evaluation Setup

We use the same metric for performance comparison, as mentioned
in the respective prior works, to maintain a fair comparison. We re-
port the statistical significance results based on paired t-test for the
performance improvement by CM-GEMS over baseline models.
Full dataset evaluation on GUE. We use the Matthews Correla-
tion Coefficient (MCC) evaluation metric as used by Zhou et al. [36].
MCC is used to measure the binary classification quality where it
takes into account true and false positives and negatives. ‘MCC’ can
take values between −1 and 1, where +1 indicates an exact match,
and −1 represents a complete disagreement between the ground truth
and prediction.
Few-shot evaluation. We report accuracy as used by Roy et al. [22]
for few-shot performance comparison of gene sequence classifica-
tion tasks. The experiments are repeated for ten times by selecting a
random seed and a set of n data points for each class, correspond-
ing to each run; the mean and standard deviation values are reported.
We only show results for values of n = 10, 50, i.e., the 10-shot and
50-shot settings respectively. We do not perform any hyperparameter
tuning as access to a validation dataset is not assumed, following the
prior few-shot classification works [25, 24, 22].

5.3 Training Details

Full dataset evaluation on GUE. We directly use the evaluation
script provided by Zhou et al. [36] in their GitHub codebase for eval-
uating our proposed models. We use the performance scores reported
by the authors of DNABert-2 and the Nucleotide transformer.

Few-shot evaluation. We follow the same training details as the
work of Roy et al. [22] for setting the GeneMask, ORI10K results,
i.e., we use the same hyperparameter values as the original state-of-
the-art (SoTA) models, except for ‘warmup steps’ and ‘maximum
pretraining steps’ (see Section 5 of Roy et al. [22] to know more
about training and fine-tuning) details, as well as the hyperparame-
ters used). We follow the same setup for the remaining model variants
for the different pretraining step variants at 1000 and 10000.

5.4 Baseline Models

We evaluate the impact of the different masking strategies on two
gene transformer architectures of DNABert [11] and LOGO [31].
State-of-the-art (SoTA) Models. The recent gene transformer mod-
els such as DNABERT-2 [36] and Nucleotide transformers [9] do not
make their pretraining codes publicly available, making it not possi-
ble to test the impact of our proposed masking strategy on such mod-
els. For a fair comparison, we select variants of SoTA models that
are trained only on the Human Reference Genome and use the k-mer
tokenization scheme (k=6). ‘SoTA-Best’ represents the best result
among the three k-mer-based SoTA models, such as DNABert 120K,
NT-500M-Human, and DNABert-2 120K trained on 120K steps.
Time-invariant Masking Strategies. The models are pretrained for
10K steps using the same hyperparameter settings as Roy et al. [22]
to obtain a fair comparison. The original SoTA models, such as
DNABert and LOGO, use random span masking. We use the pre-
trained weights of the DNABert model, which was trained for 120K
steps, and use it as a baseline model referred to as ORI 120K model.
Time-variant Masking Strategies. We introduce one time-variant,
curriculum masking-based baseline model called CM-Step where
we start with the 100% of random masking strategy (prandom), with
a uniform increase in the percentage of global PMI strategy (pGLOBAL

starting at 0%); prandom + pGLOBAL = 100%. We first divide the max-
imum pretraining steps into blocks of 100 (as pGLOBAL needs to in-
crease from 0% to 100%. We draw from a binomial distribution
where the number of trials (n) is one and the probability of success
(p) is pGLOBAL for selecting the masking strategy.

6 Experimental Results
We show the performance comparison of our proposed masking
algorithm, CM-GEMS in Table 5.4 with the SoTA gene foun-
dational models (DNABert-2, Nucleotide Transformer), the SoTA
masking strategy for gene transformers (GENEMASK), and few base-
line masking approaches. CM-GEMS outperforms GENEMASK in
both the full dataset setting on the GUE benchmark (see RQ1) as
well as the few-shot setup (see RQ3). In this paper, we explore the
following research questions:
RQ1: CM-GEMS evaluation on the full dataset with GUE
benchmark. We observe that our proposed curriculum-trained
model, DNABert CM-GEMS 10K, achieves the best performance
in both Human and Non-human tasks, outperforming both the k-
mer-based SoTA models as well as the best masking strategy-based
baseline model (GM 10K). LOGO CM-GEMS 10K, a 15 million
parameter model (compared to 117 million parameters of DNABert-
2, achieves 93.97% of the best SoTA model’s performance (based on
Matthews Correlation Coefficient score), using just 10K steps instead
of 120K. Table 6 shows the statistical significance test results where
we observe that the performance improvement of CM-GEMS over
DNABert 120K and DNABert-2 120K is statistically significant, un-
like GENEMASK that fails to outperform DNABert 120K by a sig-



Task Dataset Model
State-of-the-art models DNABert LOGO

DNABert-
2 120K
(BPE)⋆

DNABert
120K♢

NT-
500M-
Human♢

DNABert-
2 120K
(k-mer)⋆

Global
10K

GeneMask
10K

CM-
Step
10K

CM-
GEMS
10K

Global
10K

GeneMask
10K

CM-
Step
10K

CM-
GEMS
10K

Species: Human
PD all 85.57 90.48 87.71 83.78 89.93 89.50 90.48 89.29 85.82 82.93 85.88 84.76
(Human) no tata 92.55 93.05 90.75 92.65 91.09 91.73 91.83 92.41 89.52 88.54 89.79 88.62

tata 60.85 61.56 78.07 57.75 76.25 79.76 81.12 77.47 68.24 69.79 69.31 72.21
CPD all 66.28 68.90 63.45 74.91 70.56 68.54 71.65 72.09 69.16 64.13 67.34 63.66
(Human) notata 67.99 70.47 64.82 69.23 70.87 70.01 72.13 70.18 68.91 67.29 66.84 66.23

tata 72.73 76.06 71.34 74.91 76.96 74.95 75.51 83.50 70.85 53.65 55.55 61.71
TFP 0 66.99 66.84 61.59 67.99 65.89 67.40 65.44 66.07 64.21 67.09 63.94 65.34
(Human) 1 70.98 70.14 66.75 67.06 71.14 69.81 68.35 68.95 69.47 67.85 67.49 69.75

2 61.40 61.03 53.58 59.45 57.66 59.80 58.61 57.66 53.37 55.31 53.83 55.31
3 55.10 51.89 42.95 50.24 46.80 51.26 47.65 51.41 40.20 42.48 44.70 40.49
4 71.31 70.97 60.81 72.80 74.10 76.15 73.22 72.60 70.32 70.54 68.65 69.98

Splice Reconstruct 79.62 84.07 79.71 77.90 83.02 84.84 84.74 84.12 77.92 74.01 80.25 75.20
Mean (Human) 70.95 72.12 68.46 70.72 72.86 73.65 73.39 73.81 69.00 66.97 67.80 67.77

Species: Non-human
EMP H3 77.08 73.10 69.67 74.62 71.45 73.28 74.07 74.35 64.72 60.90 61.91 61.49
(Yeast) H3K14ac 55.60 40.06 33.55 42.71 38.75 40.73 40.27 41.28 30.38 32.55 33.34 29.49

H3K36me3 57.25 47.25 44.14 47.26 44.11 45.42 46.06 46.83 38.94 39.26 38.52 35.92
H3K4me1 45.51 41.44 37.15 39.66 41.63 42.36 40.91 44.61 31.19 28.66 31.04 25.38
H3K4me2 40.83 32.27 30.87 25.33 30.60 33.14 31.40 33.43 30.99 29.32 30.11 27.11
H3K4me3 42.57 27.81 24.00 27.43 25.91 25.92 24.93 30.24 18.34 15.35 22.65 12.22
H3K79me3 66.01 61.17 58.35 61.03 59.18 60.45 59.20 59.83 54.36 52.19 55.70 53.38
H3K9ac 56.79 51.22 45.81 49.35 49.24 52.22 51.77 52.77 43.54 42.16 45.62 40.04
H4 80.07 79.26 76.17 78.61 76.38 76.04 75.83 76.66 72.81 66.51 71.51 68.85
H4ac 54.19 37.43 33.74 37.14 33.89 37.43 35.69 36.21 27.76 27.84 31.84 27.5

TFP 0 48.01 44.42 31.04 48.96 49.48 52.57 50.48 54.32 12.02 27.93 27.16 42.23
(Mouse) 1 81.86 78.94 75.04 81.69 79.70 79.05 79.90 80.51 71.30 69.73 70.93 69.50

2 82.98 71.44 61.67 81.71 75.50 78.08 74.40 80.70 52.50 59.80 55.57 78.19
3 73.22 44.89 29.17 63.17 51.00 60.27 52.51 61.01 34.87 48.96 34.38 61.53
4 46.15 42.48 29.27 42.83 41.04 42.60 42.68 44.94 21.40 28.78 25.89 26.60

Mean (Non-human) 60.54 51.55 45.31 53.43 51.19 53.30 52.01 54.51 40.34 42.00 42.41 43.96
Table 2. Performance comparison in terms of Matthews Correlation Coefficient (MCC) metric on the Genome Understanding Evaluation (GUE) benchmark.
However, for the masking baselines, we pretrain for 10000 steps, following the evaluation setup prescribed by Roy et al. [22]. The task names are shortened
due to space constraints - Promoter Detection (PD), Core Promoter Detection (CPD), Transcription Factor Prediction (TFP), Splice Site Prediction (Splice) and
Epigenetic Marks Prediction (EMP). ♢ and ⋆ indicate that the values are directly taken from Tables 6 and 10 of Zhou et al. [36]. The statistical significance
test results using paired t-test are provided in Table 6

Models GUE Dataset p-value
DNABert 120K 60.69± 17.72 0.021

DNABert-2 120K (k-mer) 61.12± 17.77 0.043
GENEMASK 10K 62.34± 17.69 0.112
CM-GEMS 10K 63.09± 17.49

Table 3. Performance comparison of CM-GEMS with state-of-the-art
models on complete GUE benchmark. Statistical significance results using
‘paired t-test’ are also provided. p-value ≤ 0.05 indicates that the perfor-
mance improvement of CM-GEMS is statistically significant
nificant margin. Although CM-GEMS improves over GENEMASK

by 1.20%, the improvement is not statistically significant.
RQ2: CM-GEMS evaluation at reduced compute and model size
with GUE benchmark data. We evaluate the effectiveness of our
model trained with curriculum masking by only pretraining for 10%
steps (10% of 10000 = 1000 steps), i.e., at just 1000 steps. Figure 6
shows the performance comparison of two such settings: (i) we keep
the same architecture, which is DNABert, and (ii) we reduce the
number of transformer blocks (12 to 2) by evaluating with the LOGO
model. Table B.2 of the Appendix provides individual task-wise per-
formance on the GUE benchmark. We observe that CM-GEMS 1K
outperforms GENEMASK 1K models in the case of DNABert and
LOGO for the ‘Human’ species-related tasks of the GUE bench-
mark data. However, in the case of tasks related to the ‘Non-human’
species, we observe a reverse trend.

We also explore the perspective of ‘intrinsic dimensionality’ used
in recent works [1, 35] to better understand fine-tuning phenom-
ena in our case. Intrinsic dimensionality is defined as the minimum
number of model parameters required to achieve 90% of the origi-

nal model performance. Based on Figure 6, we observe that in the
case of both Human and Non-human species, CM-GEMS achieves
90% of the SoTA-best 120K model, except for LOGO 1K for Non-
human species, i.e., it satisfies the criterion for intrinsic dimension-
ality. This brings up an interesting research direction for building
smaller, energy-efficient models that achieve similar performance.

RQ3: CM-GEMS evaluation in few-shot setting. We show the
few-shot evaluation results in Table 6. Here, we observe that our pro-
posed curriculum-trained model, CM-GEMS outperforms the cur-
rent state-of-art masking strategy for gene transformers called GEN-
EMASK (GM 10K) in terms of mean accuracy over five datasets by
a small margin of 0.78% (0.639 versus 0.644). We also observe that
the Global 10K model achieved the best performance (mean accuracy
of 0.656) among the baseline models, highlighting that such an only-
hard-masking strategy proves useful in few-shot settings. However,
based on our observation of Global 10K on the full dataset setting on
the GUE benchmark as evident in Table 5.4, Global 10K performs
poorly, we thus conclude that the efficacy of such a masking scheme
is limited to few-shot settings.
RQ4: Impact of doubling the masking rate of DNABert model
in a few-shot setting. Wettig et al. [29] showed in the NLP domain
that both Random Span masking and PMI masking achieve the best
downstream task performance (in both GLUE and SQuAD bench-
mark datasets) when the masking rate is kept at 30% (please see
Figure 5 of Wettig et al. [29]). Therefore, we test the hypothesis of



Model Type Prom-core Prom-300 Cohn-enh Splice-40 Sil-300 Mean
10 50 10 50 10 50 10 50 10 50

DNABert 120K 0.606± 0.045 0.687± 0.024 0.638± 0.070 0.808± 0.019 0.582± 0.030 0.638± 0.020 0.404± 0.019 0.472± 0.048 0.711± 0.062 0.849± 0.020 0.640
DNABert 10K 0.586± 0.051 0.653± 0.058 0.601± 0.065 0.789± 0.059 0.579± 0.047 0.634± 0.031 0.409± 0.017 0.512± 0.014 0.688± 0.068 0.823± 0.031 0.627
GM 10K 0.602± 0.058 0.678± 0.026 0.625± 0.09 0.781± 0.097 0.622± 0.050 0.648± 0.016 0.392± 0.02 0.505± 0.018 0.715± 0.061 0.818± 0.029 0.639
Global 10K 0.605± 0.05 0.691± 0.022 0.664± 0.076 0.834± 0.024 0.605± 0.047 0.627± 0.04 0.406± 0.021 0.514± 0.014 0.768± 0.062 0.849± 0.011 0.656
CM-Step 10K 0.579± 0.049 0.675± 0.022 0.649± 0.091 0.799± 0.034 0.608± 0.043 0.649± 0.017 0.402± 0.02 0.557± 0.022 0.706± 0.044 0.835± 0.023 0.646
CM-GEMS 10K 0.594± 0.052 0.684± 0.023 0.629± 0.075 0.822± 0.02 0.6± 0.059 0.645± 0.033 0.394± 0.018 0.516± 0.019 0.714± 0.057 0.844± 0.012 0.644

Table 4. Few-shot evaluation of CM-GEMS and baseline masking strategies in terms of accuracy across 10 and 50-shot settings with the base model being
DNABert [11]; the evaluation setup is taken from Roy et al. [22], with the addition of the silencer task. We observe that CM-GEMS 10K outperforms GM 10K
and the DNABert 120K model; Global 10K achieves the best performance.
whether trivially doubling the masking rate leads to a performance
improvement of the same order as that achieved by PMI-based mask-
ing strategies. We chose a few-shot setting (10 and 50-shot) for this
purpose to notice the impact of this change in pretraining configura-
tion by limiting the effect of huge amounts of fine-tuning data. Fig-
ure 6 shows that at the early stages of pretraining (i.e., at 1000 steps),
there is a marginal difference, but as we progress further (at 2000 and
10000 steps), the performance (mean accuracy over five datasets) of
DNABert with double the masking rate goes on decreasing. The per-
formance drop at 10K steps over the standard masking rate of 15% is
4.71% and 1.79% respectively. The reason may be that with a higher
masking rate, the model sees a much-reduced amount of unmasked
or actual tokens that hinder the learning process.

7 Conclusion
We develop a novel (time-variant, easy-to-hard) curriculum masking
algorithm, CM-GEMS for optimal masked language modeling train-
ing of gene transformer models. We also develop a time-invariant

Figure 3. Performance comparison on GUE benchmark at reduced compute
1K pretraining steps and reduced model size (LOGO). (left) Human species,
(right) Non-human species. The SoTA models are pretrained for 120K steps
on the Human Reference Genome

masking strategy called GLOBAL, where we specifically prioritize
the top-ranked PMI tokens, which we refer to as the ‘hard’ strategy
of our proposed curriculum masking strategy. Our study highlights
the limitations of conventional tokenization methods in gene trans-
former models and proposes a novel curriculum masking approach
to address these shortcomings. By systematically increasing the dif-
ficulty of the masked token prediction task based on Pointwise Mu-
tual Information, we enhance the representation learning capabilities
of Gene Transformer models such as DNABert and LOGO. CM-
GEMS outperforms state-of-the-art models on average, in both few-
shot gene sequence classification tasks (5 datasets) as well as on the
Genomic Understanding Evaluation benchmark (27 datasets) trained
on the full dataset. We also show results on the full dataset (GUE
benchmark) and observe that CM-GEMS at 1K steps and GLOBAL

at 10K can achieve performance within a 90% margin than state-
of-the-art models such as DNABert-2 and Nucleotide transformers
trained for 120K steps. This shows the potential of adaptive masking
strategies for fast pretraining and effectively reducing the compute
requirement for training gene foundational models, a major limita-
tion of current models as pointed out by Consens et al. [7].
Future Work. Given the significant performance gain observed for
DNA foundational models due to intelligent (PMI-based) masking
strategies, we will extend our work to other foundational models
based on genomics data, specifically RNA-based models such as
CodonBERT [5], RNABERT [2] and single-cell RNA-based mod-
els such as GeneFormer [28]. Although PMI indirectly captures
DNA sequence motifs [22], a much-needed inter-disciplinary re-
search direction is to involve more biologically grounded pretrain-
ing or fine-tuning objectives instead of MLM [7]. We will perform a
more systematic exploration of the ‘intrinsic dimensionality’ to bet-
ter understand the fine-tuning dynamics of gene transformer mod-
els; to the best of our knowledge, this is a vastly unexplored do-
main with very limited research. We make the codebase available
at https://github.com/roysoumya/curriculum-GeneMask.

Figure 4. Impact of doubling the masking rate of DNABert 10K model. The
performance stays almost the same at 1K steps, but then it slowly decreases
at 2K and 10K steps

https://github.com/roysoumya/curriculum-GeneMask
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A Research Background
The formal definition of Point-wise Mutual Information (PMIk),
where k > 2, as proposed by Levine et al. [14].

PMIk(w1 . . . wk) = min
σ∈seg(w1...wk)

log
p(w1 . . . wk)∏

s∈σ p(s)
(2)

Here, seg(w1 . . . wk) represents the set of all continuous segmen-
tations of the k-mer “w1 . . . wk" (identity segmentation is not in-
cluded).

B Experimental Setup
B.1 Dataset Construction

The silencer dataset is obtained from the ‘Home Sapiens’ annotation
file from the SilencerDB database, available at http://health.tsinghua.
edu.cn/SilencerDB/download/Species/Homo_sapiens.fa.

B.2 Training Details

Finetuning parameter configuration. The models are finetuned for
20 epochs at a learning rate of 4e−4, warmup steps percentage of
10%, hidden dropout probability of 0.1, weight decay as 0.01, per
GPU train batch size as 5 and use the AdamW optimizer for the 10,
50 and 100-shot setting. However, the performance drops in 500 and
1000-shot settings due to overfitting. Therefore, for the 500-shot set-
tings and above, we use the same hyperparameters as the original
DNABert paper — a lower learning rate from 4e−4 to 5e−5 and a
lower number of epochs from 20 to 5. Mosbach et al. [17] observe
that such a high number of fine-tuning epochs helps address random
initialization issues in the low-resource settings (10, 50-shot).

Parameter DNABert LOGO
Hidden Size 768 256

Hidden Layers 12 2
Attention Heads 12 8

Per GPU train batch size 10 5
Hidden Dropout Probability 0.1 0

Attention Dropout Probability 0.1 0
Intermediate Size 3072 3072
Embedding Size 512 512

Table 5. Difference between parameters of DNABert and LOGO

http://health.tsinghua.edu.cn/SilencerDB/download/Species/Homo_sapiens.fa
http://health.tsinghua.edu.cn/SilencerDB/download/Species/Homo_sapiens.fa


Task Dataset Model
State-of-art-models DNABert LOGO

DNABert-
2 120K
(BPE)⋆

DNABert
120K♢

NT-
500M-
Human♢

DNABert-
2 120K
(kmer)⋆

GeneMask
1K

CM-
Step 1K

CM-
GEMS
1K

GeneMask
1K

CM-
Step 1K

CM-
GEMS
1K

Species: Human
PD all 85.57 90.48 87.71 83.78 85.70 86.66 87.05 84.76 84.44 84.70
(Human) no tata 92.55 93.05 90.75 92.65 89.59 89.50 89.14 89.32 89.23 89.30

tata 60.85 61.56 78.07 57.75 64.81 69.06 68.46 64.43 70.62 64.41
CPD all 66.28 68.90 63.45 74.91 65.93 65.98 66.02 62.77 63.72 63.43
(Human) notata 67.99 70.47 64.82 69.23 67.00 67.03 66.91 66.31 67.52 66.80

tata 72.73 76.06 71.34 74.91 69.74 64.35 74.10 66.08 61.53 70.74
TFP 0 66.99 66.84 61.59 67.99 66.33 65.34 63.03 63.56 61.52 62.97
(Human) 1 70.98 70.14 66.75 67.06 70.11 69.79 71.04 69.89 69.39 69.11

2 61.40 61.03 53.58 59.45 63.35 61.68 61.97 53.27 53.24 55.88
3 55.10 51.89 42.95 50.24 48.80 47.42 46.04 40.66 41.09 38.57
4 71.31 70.97 60.81 72.80 75.63 73.03 75.32 70.29 72.68 72.80

Splice Reconstruct 79.62 84.07 79.71 77.90 78.79 75.99 78.52 75.12 75.55 74.71
Mean (Human) 70.95 72.12 68.46 70.72 70.57 69.65 70.63 67.21 67.54 67.79

Species: non-Human
EMP H3 77.08 73.10 69.67 74.62 69.25 69.66 67.51 66.34 67.76 66.26
(Yeast) H3K14ac 55.60 40.06 33.55 42.71 39.66 38.70 38.35 39.08 34.95 35.75

H3K36me3 57.25 47.25 44.14 47.26 40.87 43.01 40.31 41.73 40.39 40.15
H3K4me1 45.51 41.44 37.15 39.66 33.13 35.44 32.12 31.38 30.69 30.97
H3K4me2 40.83 32.27 30.87 25.33 29.81 30.03 31.82 30.10 29.19 30.35
H3K4me3 42.57 27.81 24.00 27.43 27.35 26.45 24.05 23.48 21.62 23.02
H3K79me3 66.01 61.17 58.35 61.03 59.98 59.54 61.05 58.45 56.53 58.00
H3K9ac 56.79 51.22 45.81 49.35 47.13 46.97 45.12 46.20 44.39 45.40
H4 80.07 79.26 76.17 78.61 74.05 74.84 76.68 72.09 72.99 71.61
H4ac 54.19 37.43 33.74 37.14 35.94 36.65 35.09 32.52 33.47 31.80

TFP 0 48.01 44.42 31.04 48.96 52.35 53.33 53.60 46.23 43.79 39.30
(Mouse) 1 81.86 78.94 75.04 81.69 75.91 76.32 75.42 70.14 71.16 70.44

2 82.98 71.44 61.67 81.71 72.63 75.07 76.83 72.14 73.22 74.75
3 73.22 44.89 29.17 63.17 65.80 65.29 64.12 62.36 58.19 61.71
4 46.15 42.48 29.27 42.83 42.76 39.89 40.45 29.79 35.02 32.03

Mean (non-Human) 60.54 51.55 45.31 53.43 51.11 51.41 50.83 48.14 47.56 47.44
Table 6. Performance comparison in terms of Matthews Correlation Coefficient (MCC) metric on the GUE benchmark datasets that target the ‘Human’ species.
For the masking baselines, we pretrain for 1000 steps. For a fair comparison, we select variants of SoTA models that are trained only on the Human Reference
Genome dataset and use the k-mer tokenization scheme (k=6); for DNABert-2, we use the results presented in Table 10 of Appendix of Zhou et al. [36]. The
task names are shortened due to space constraints - Promoter Detection (PD), Core Promoter Detection (CPD), Transcription Factor Prediction (TFP), and Splice
Site Prediction (Splice). ♢ and ⋆ indicate that the values are directly taken from Tables 6 and 10 of Zhou et al. [36].
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