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Genomic Pretraining
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DNA-language in genome, Bioinformatics, pp. 1-9



Classification result of Classification results of

Base model - DNABert

e DNABert - Combines BERT with DNA sequences of o
6-mers (ATTCGC) “"' ’ .

o Model vocabulary size for 6-mer model: 4° plus  iwwe EEEEEEEE . 5] (5] L) ] L ]

special tokens

® Gene regulatory code (non-coding) is complex, shows x 12

signs of polysemy, distant semantic relationship

between sequence codes
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o Cis-regulatory elements acts similar to language ....... N o L S ——
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t Feed to the Embedding layer

[CLS] AGC GCA CAC ACT == CTT [MASK][MASK] [MASK] CAG [SEP]
SB";‘&“'““ I Mask (Only in pre-training)
[CLS] AGC GCA CAC ACT == C G TGC GCA CAG [SEP]
t Tokenize

Original

Secinence AGCACTGCTATCATGCTTGCAG



GeneMask (PMI-based) Masking

® Random masking allows abusing local Mask span of 11 tokens

) TGAGTG GAGTGT [MASK] [MASK] [MASK] [MASK] [MASK] [MASK] [MASK] [MASK]
features (not learning the overall context) IMASK] [MASK] [MASK] CGCCCT GCCCTC CCCTCG CCTCGC CTCGCC TCGCCG

. ) . CGCCGC GCCGCA CCGCAG CGCAGT GCAGTC [MASK] [MASK] [MASK] [MASK] [MASK]
m the United [MASK] : the United States MASK] CGOGCA GGGCAC

m by [MASK] way : by the way Mask span c.>f 6 tokens
ﬁ Masking

o o . o ”
Trammg steps are wasted for €asy TGAGTG GAGTGT AGTGTC GTGTCC TGTCCG GTCCGC TCCGCG CCGCGT

. CGCGTC GCGTCG CGTCGC GTCGCC TCGCCC CGCCCT GCCCTC CCCTCG

predictions CCTCGC CTCGCC TCGCCG CGCCGC GCCGCA CCGCAG CGCAGT GCAGTC

CAGTCG AGTCGC GTCGCG TCGCGG CGCGGG GCGGGC CGGGCA GGGCAC
e Wordsin NLP = in gene sequences
L . . ﬁ Tokenize
o Difficult to identify
Original
: CGCGT

semantic-preserved tokens Sequence TGAGTGTCCGCGTCGCCCTCGCCGCAGTCGCGGGCAC

® I|dea: _jo|nt|y mask mu|t|p|e tokens if they Masking a PMI token Masking a single nucleotide

. . . (6 base pairs) (1 base pair)
exhibit high collocation



PMI Masking - mask longer correlated spans together

Step 1. Randomly select m (~9) nucleotides as mask center over DNA string

Mask Center 1 (MC1) Mask 6 tokens Mask 6 tokens
/_/% /_/%
123456 MC2 T T
m-th Mask Center (MC9)
GRANK |MC1 PMI Ranks | |MC2 PMI Ranks MC9 PMI Ranks
Ranked List w RANK (w1) RANK (w1) RANK (w1) .

- p =t ok RANK (w2) RANK (w@) RANK (w2) Step 2. F_or each nucleptlde,
ased on RANK (w3) RANK (w3) RANK (w3) select its corresponding
NPMI, RANK (w4) RANK (wa4) RANK (w4) mapped k-mer tokens and

RANK (we RANK (w5) RANK (w5) select one with locally
RANK (w6) RANK (w6) RANK (w6)
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Step 4. For high set, mask .
span of contiguous 11 MC1 MC9 ?rt\Z:)i:-rnC/;era\teclzlgt?dsezt
tokens around MC2* (5 left, | (wW5) (w3) u
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Downstream Tasks

® Promoter Region Prediction - binary classification
o  Prom-core: -35 bp to +34 bp around TSS
©  Prom-300:-249 bp to +50 bp around TSS

® Enhancer prediction - 500 bp
o An enhancer is a sequence of DNA that can bound specific proteins and therefore increase
a change of transcription of a particular gene. Unlike promoters, enhancers do not need
to be in a close proximity to TSS (might be several Mb away)

e Splice Donor and Acceptor Site Prediction - predict whether donor, acceptor or non-splice site
(3-way classification) - 40 bp
o  Extract 40 bp long sequence around the donor and acceptor sites of exons as positive
sequences



Experimental Setup

® Five few-shot settings - 10, 50, 100, 500 and

1000-shot —
® Report mean accuracy and AUC from running 10 ™
times with different seeds and fine-tuning data ;ﬁ -
e All baseline models are run for 10000 steps, which ?’? "
takes DNABert 2.5 days and LOGO 20 hourson 4 § :
GTX1080Ti 11GB GPUs | _ _
oPerplexity score converged to a low score o Number ofpretaiing seps o
and stable over last 3000 steps e - R

oOriginal DNABert paper trained for 120K
steps
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Performance improvement is higher in LOGO (light-weight) than DNABert due to
GeneMaskBest

Performance improvement is highest in 10-shot, followed by 50-shot. Improvement

diminishes at higher data settings

GeneMask improves decently over DNABert models trained on 120K steps (ORI-120K) in
most settings, except for Prom-core (10, 50 and 100-shot)




Conclusion

GeneMask ensures substantial speedup of 10x and performance improvement over random
masking strategy of SOTA models (DNABert and LOGO) in few-shot settings

Incorporating domain knowledge while pretraining needs to be designed based on the
(target) downstream task

Preprint available at: https://arxiv.org/abs/2307.15933

Code and data files available at: https://github.com/roysoumya/GeneMask
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